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Introduction




What is classification?

Tell you what is in the image
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Applications
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Facial Recognition

Car Model Detection

Digit Recognition
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Image Classification with Deep Learning
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Classification with Deep Learning

MNIST: The "Hello World" dataset
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(0000 test

o 78 x 28 input
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Classification with Deep Learning

Fully-connected Layer

 Expensive

e 70 insensitive

input layer
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Classification with Deep Learning

Convolution Layer

Input Kernel Output
0 2

0|1 19 | 25
4N 5 * —

2|3 37 |43
6178

0*0 + 11 + 3*2 + 4*3 =19
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Classification with Deep Learning

Pooling Layer

Demaonstration Video

Input

2 x 2 Max
Pooling

Output
. 5
718
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https://www.zhihu.com/question/36686900/answer/483713218

Classification with Deep Learning

Activation Layer

Sigmoid TanH RelLU
12 15 10
2
10 1 — tanh(z) = ————— =1 _ 0 for z<0
- —— = 10 z i — 8 o
0 1) 14+e* 7 1+e2 1) xz for 220
/ 05 / 6 -
06 / // //
00 / 4 7
04 ; / / >
02 s -05 / 2 ‘//
2 / o
00— 1.0 - 0 £
-02 15 -2
4 2 0 2 4 6 -5 2 0 2 4 g -6 -4 2 0 2 4 6

dWs

© 2018, Amazon Web Services, Inc. or its Affiliates. All rights reserved. =



Classification with Deep Learning

LeNet

e [emanstration WebSite

— C3: 1. maps 16@10x10 .
: feature maps S4:i.m 16@5x5
INPUT 6@28x28 -

S2: 1. ma|
6@14x1

] Full connection Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection
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http://scs.ryerson.ca/~aharley/vis/conv/

Classification with Deep Learning

ImageNet Challenge

 Natural images
1000 classes

o |2 million images
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Classification with Deep Learning

Difficulties

e |eNetistoo small

* Hard to process huge amount of data
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Classification with Deep Learning

AlexNet

o [PU Accelerated
 Deep (8 layers)

[
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Classification with Deep Learning

VGG

o [eeper

 RBetter architecture

56)x 56 x 254G
/ /
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@ convolution+ReLLU
r' {1 max pooling
! fully connected+ReLU

(] softmax
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Classification with Deep Learning

Can we go deeper?

/W) = (error term of the output layer)

(compute gradient) 5(3) =a® -y
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(error term of the hidden layer)
— = 0.01
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e Vanishing/Exploding Gradient

e [hain rule:
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Classification with Deep Learning

ResNet

-

3x3 conv, 64

*_

3x3 conv, 64

e Residual

3x3 conv, 64

\ 4

3x3 conv, 64

« |32 layers!

3x3 conv, 64

e Modularized
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Plain network

3x3 conv, 64

e

Network with residual



Classification with Deep Learning

ImageNet Results

Top-a error; 20% to a%
Hundreds of new models
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In the competition’s first year
teams had varying success,
Every team got at least 25%

wrong.
In 2012, the team to first use
deep learning was the only
team to get their error rate
below 25%
]
|
/ The following year
/ nearly every team got
/v' 25% or fewer wrong
o |
o . /
\ / In 2017, 29 of 38
\. teams got less than
o & 5% wrong
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Classification with Deep Learning

MobileNet

* [epth-wise Convolution
 Parameterized Size

e FastInference on devices
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Classification with Deep Learning

NASNet

e Automatic Search

e Accurate and heavy

Normal Cell Reduction Cell
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Model Summary

ResNet:

* RBalanced accuracy and speed
 Well modularized

MobileNet:

e Small size

e Fastinference

NAS:

* (ngoing research topic
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Classification with GluonCV
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Classitication with GluonGV

Model Zoo

* Pre-trained models
o [an be transferred or directly applied
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Classitication with GluonGV

GluonCV Model Zoo

 [Comprehensive selection

o AlexNet

o VGG

*  ResNet

*  MabileNet
o NASNet

e [Ine of the most accurate open-sourced libraries
* Reproducible
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Classitication with GluonGV

Training Essentials

© 2018, Amazon

Data Preprocessing

Network architecture definition
Uptimizer

Loss

Metric

GPU Acceleration
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Classitication with GluonGV

Data Preprocessing
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Classification with GluonGV
Uptimizers

« G0

* Adam '
« RMSProp 1000). -
¢ ) 2 <
0,
0,
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Classitication with GluonGV

Advanced Tricks

* |abel smoothing
* |earning rate schedule

o Mix-Up

* Knowledge Distillation
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Classitication with GluonGV

Label Smoathing

 [Onehot: (0,1, 0,0, 0)
»  Smoothed: (0.0, 0.35, 0.01, 0.0, 0.01)

 Prevent overfitting!
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Classitication with GluonGV

Learning Rate Schedule

= —Cosine Decay
« Step Soa teprlgecay
e [osine £0.2

--------

(a) Learning Rate Schedule
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Classification with GluonGV

Mix-Up

* Linear mapping
o f(ax; + bx;) = af (x;) + bf (x;)

Criginal

images
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Classitication with GluonGV

Knowledge Distillation

 Dark Knowledge
« [ogvs Cat
« [ogvs Car
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original hard
targets

output of
geometric
ensemble

softened output
of ensemble
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Classification with GluonGV

Knowledge Distillation

B T — - distillation
loss

l.nl_q;Eo

student

loss IMGE[I
(ground truth)
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Classitication with GluonGV

GluonCV Model Zoo

He, Tong, et al. "Bag of Tricks for Image
Classification with Convolutional Neural
Networks" arXiv preprint arXiv:|812.01187
(2018).
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® ResNet
VGG
® MobileNet
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Classitication with GluonGV

Transter learning
« Based on a pre-trained model

* Re-define the output layer
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Pre-train <

Source
model
Random
Output layer initialization
Layer L -1 copy
e mssas copy
t
Layer 1 copy
t
Source data
Base

A

v

v

Layer 1

Train from
scratch

> Fine-tune

t

Target data

New
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Classitication with GluonGV

Resources:

e Muodel Zoo: https://qluon-cv.mxnet.io/model zoo/classification.html

e Tutorials: https://gluon-cv.mxnet.io/build/examples classification/index.html

* [eep Learning Book: http://diveintodeeplearning.org/
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Classitication with GluonGV

Hands on!
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